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Automatic Reasoning

The science of developing systems that automatically 
test (un)satisfiability, validity of a logical formula.

SAT: FOL:

Post Correspondence Problem (PCP) [Post46]
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Message

The more expressive the logic the more the need
for a sophisticated combination of AR techniques
in order to obtain a robust user experience.

Robust:
• Small changes to a problem formulation result in 

small changes in system solving.
• Easy problems are solved fast.

This is a dream, in general, but achievable in specific settings.



Christoph Weidenbach SAT-SMT-AR 2019 4

Parts of the AR Landscape
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Why does SAT work?
CDCL (Conflict Driven Clause Learning) [SS96, BS97]

No waste of computing time.
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Non-Redundant Clauses

If                            is a CDCL Backtracking state with 
eager Conflict and Propagate, then                   where  

. Non-Redundancy is NP-complete.

Theorem [Wei15]

CDCL either finds a model or generates a non-redundant
clause with respect to an NP-complete criterion.

No waste of computing time.
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Summary
SAT works because:

• Explicit, efficient model generation
• Non-redundant clause learning
• No waste of computing time
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Why does SMT work?
SMT (Satisfiability Modulo Theories) [NOT06]

LIA

LIA
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Summary

SMT works because:

• Explicit, efficient model generation
• Non-redundant clause learning
• No waste of computing time

SAT works because:

• Abstraction
• SAT works
• Explicit, efficient model generation CDCL(LIA)
• No waste of computing time
• No notion of non-redundant clause learning CDCL(LIA)
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Bernays-Schönfinkel (BS)

SAT BS
NP NEXPTIME

Reduction to SAT
Answer Set Programming (ASP) [KLPS16]

[BS28,vH67]
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BS Explicit Models

SAT BS
NP NEXPTIME

There cannot be an efficient model
representation formalism for BS, 
in general.

There are several: 
• ME [BFT06]

• DPLL(SX) [PMB10]

• NRCL [AW15]

• SCL [FW19]

NP
NP

P

P
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BS Model Complications
Lengthy Propagations

ME, DPLL(SX), NRCL, SCL
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BS Model Complications
Short Resolution Proof
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BS Model Complications
Immediate Conflict

Theorem 
There is always a decision without immediate conflict.

ME, DPLL(SX), NRCL, SCL
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BS Model Complications
Inconsistent Model Representation

ME, DPLL(SX), NRCL, SCL

Theorem 
There is always a way to repair the model.
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BS Model Complications
Equality

There is currently no “nice” solution to BSR.



Christoph Weidenbach SAT-SMT-AR 2019 17

Non-Redundant Clauses

If                            is a BS Backtracking state with 
eager Conflict and Propagate, then                   where  

. Non-Redundancy is NEXPTIME-complete.

Theorem [AW15,FW19]

This holds for NRCL, SCL but probably also for 
variants of DPLL(SX) and ME.
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Summary

SMT works because:

• Explicit, efficient model generation
• Non-redundant clause learning
• No waste of computing time

SAT works because:

• Abstraction
• SAT works
• Explicit, efficient model generation CDCL(LIA)
• No waste of computing time
• No notion of non-redundant clause learning CDCL(LIA)

BS works because:
• Non-redundant clause learning
• In general, no efficient model generation
• No waste of computing time with SCL
• Exhaustive Propagation, Equality
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BS Approximation Refinement

Instgen [KG03,K13]

Approximation to SAT solver: unsat
sat 

SUP(AR) [TW17]

Approximation to MSLH solver: unsat
sat 
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BS Ordered Resolution
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BS(T)
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Thanks for Your Attention
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