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Trustable Explanations

formulaMcube I literal π

I ∧M �π

Heuristic Status Quo
amphibian

tail?

-0.0547288768

0.007924526

yes

no

bird

feathers?

0.285283029

-0.0547288768

yes

no

bug

6 legs?

0.184210524

-0.0552432425

yes

no

�sh

�ns?

0.19463414

-0.0549824126

yes

no

invertebrate

backbone?

-0.0550289042

0.108808279

yes

no

mammal

milk?

0.311460674

-0.0536704734

yes

no

reptile

venomous?

0.028965516

-0.0444687866

yes

no

instance:
IF (animal_name = pitviper) ∧ ¬hair ∧ ¬feathers ∧

eggs ∧ ¬milk ∧ ¬airborne ∧ ¬aquatic ∧ breathes ∧

¬toothed ∧ backbone ∧ predator ∧ venomous ∧

¬�ns ∧ (legs = 0) ∧ tail ∧ ¬domestic ∧ ¬catsize

THEN (class = reptile)

Anchor explains:

IF ¬hair ∧ ¬milk ∧ ¬toothed ∧ ¬�ns

THEN (class = reptile)

counterexample to explanation:
IF (animal_name = toad) ∧ ¬hair ∧ ¬feathers ∧

eggs ∧ ¬milk ∧ ¬airborne ∧ ¬aquatic ∧

¬predator ∧ ¬toothed ∧ backbone ∧ breathes ∧

¬venomous ∧ ¬�ns ∧ (legs = 4) ∧ ¬tail ∧

¬domestic ∧ ¬catsize

THEN (class = amphibian)

Assessing Explanation Validity
heuristic explanation

valid? re�ne

succeed?

redundant correct

repair

incorrect

no yes

yes
no

Heuristic Explanations Assessed
Explanations

Dataset (# unique) incorrect redundant correct

LIME Anchor SHAP LIME Anchor SHAP LIME Anchor SHAP

adult (5579) 61.3% 80.5% 70.7% 7.9% 1.6% 10.2% 30.8% 17.9% 19.1%

lending (4414) 24.0% 3.0% 17.0% 0.4% 0.0% 2.5% 75.6% 97.0% 80.5%

rcdv (3696) 94.1% 99.4% 85.9% 4.6% 0.4% 7.9% 1.3% 0.2% 6.2%

compas (778) 71.9% 84.4% 60.4% 20.6% 1.7% 27.8% 7.5% 13.9% 11.8%

german (1000) 85.3% 99.7% 63.0% 14.6% 0.2% 37.0% 0.1% 0.1% 0.0%

Evaluating Explanation Quality

Dataset Unconstrained inputs Inputs with ≤ 50% di�erence
Anchor ApproxMC3 Anchor ApproxMC3

adult 0.99 0.67 0.99 0.81

lending 0.99 0.87 0.99 0.92

rcdv 0.99 0.75 0.99 0.80

Adversarial Examples

perturbed image
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Counterexample vs. Explanation Duality
Given a classi�erM and prediction π ,

Duality-Based Enumeration
Input: formulaM and prediction π

Output: set E of all explanations of π

1 (C,E, E) ← (∅, ∅, ∅)

2 do:
3 if E �(M → π ):
4 E← E ∪ {E}

5 else:
6 (C, ρ) ← ExtractInstance()

7 for l ∈ C :
8 if (C \ {l})�(M → ρ):
9 C ← C \ {l}

10 C← C ∪ {C}

11 E ← MinimumHS(C)

12 while E , ∅
13 return E

Duality Example
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Follow our work on XAI:

Explanations are important and in some cases required by law!

Abductive explanation E ⊆ I is a prime implicant ofM → π

given Eh, check Eh �(M → π )

if invalid, Eh ∧M ∧ ¬π is satis�able

How Anchor measures precision of

E: prec(E) = ED(I′⊃E)[M(I
′) = π ]

How we measure it:

approximate model counting of E ∧M ∧¬π

Is there a connection between adversarial examples and explanations?

a counterexample to π is subset-

minimal C s.t. C �∨

ρ,π(M → ρ)
an explanation of π is subset-

minimal E s.t. E �(M → π)

Every explanation E of π breaks every counterexample C to π
Every counterexample C to π breaks every explanation E of π

New papers:

https://jpmarquessilva.github.io/
https://research.vmware.com/researchers/nina-narodytska

